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1. Abstract 

Marine carbonate system monitoring programs often consist of multiple observational methods 

that include underway cruise data, moored autonomous time series, and discrete water bottle samples.  

Monitored parameters include all, or some of the following: partial pressure of CO2 of the water (pCO2w) 

and air, dissolved inorganic carbon (DIC), total alkalinity (TA), and pH.  Any combination of at least two 

of the aforementioned parameters can be used to calculate the others.  In this study at the Gray’s Reef 

(GR) mooring in the South Atlantic Bight (SAB) we: examine the internal consistency of pCO2w from 

underway cruise, moored autonomous time series, and calculated from bottle samples (DIC-TA pairing); 

describe the seasonal to interannual pCO2w time series variability and air-sea flux (FCO2), as well as 

describe the potential sources of pCO2w variability; and determine the source/sink for atmospheric pCO2. 

Over the ~8.5 years of GR mooring time series, mooring-underway and mooring-bottle calculated-pCO2w 

strongly correlate with r-values > 0.90.  pCO2w and FCO2 time series follow seasonal thermal patterns; 

however, seasonal non-thermal processes, such as terrestrial export, net biological production, and air-sea 

exchange also influence variability.  The linear slope of time series pCO2w increases by 5.2±1.4 µatm y-1 

with FCO2 increasing 51 to 70 mmol m-2 y-1.  The net FCO2 sign can switch interannually with the 

magnitude varying greatly.  Non-thermal pCO2w is also increasing over the time series, likely indicating 

that terrestrial export and net biological processes drive the long term pCO2w increase. 

Key words:  ocean nargin CO2, east coast, inorganic carbon system, internal consistency  

Highlights 

• Mooring, underway, and discrete water samples CO2 is examined  

• High interannual CO2 variability on ocean margins could be due to freshwater inputs 

• Non-thermal processes likely contribute to increased CO2 on an ocean margin 

2. Introduction 

The world’s oceans have been estimated to take up ~30% of the atmospheric CO2 due to fossil 

fuel burning and other anthropogenic influences since the onset of the Industrial Revolution (Le Quere et 

al., 2016; Sabine et al., 2004), which has resulted in various regional declines in seawater pH (Feely et al., 

2004; Takahashi et al., 2014, 2006).  Overall, pCO2w changes can be caused by at least one, or a 

combination, of: (1) atmospheric CO2 uptake (Sabine et al., 2004); (2) sea surface temperature (Jiang et 

al., 2010; Shadwick et al., 2010; Takahashi et al., 1993); (3) drainage basin hydrologic cycles (Jiang et al., 
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2013); (4) coastal currents due to wind and/or weather patterns (Huang et al., 2013); (5) upwelling and 

water mass mixing (Feely et al., 2008); and (6) in situ biological production, which may be enhanced by 

large inputs from organic matter (OM) remineralization (nutrients) in the surface or terrestrial ecosystems, 

thus creating a positive feedback for biological production in shallow and/or stratified coastal systems 

(Cai et al., 2011; Shadwick et al., 2011; Sunda and Cai, 2012).  Anthropogenically-driven pCO2w, and 

subsequently carbonate chemistry, temporal perturbations super-imposed on natural cycles are causes for 

concern for marine life and are now the focus of numerous studies that drive governmental policy and 

conservation efforts directed at mitigating the harmful effects in our coastal oceans.  Therefore, rigorous 

in situ monitoring programs and modeling efforts are now being employed to track the fate of CO2 in the 

world’s oceans; consequently, there is also need to ensure that all methods for observing CO2 are 

consistent. 

Mooring platforms on coastal margins have been identified as key means for monitoring 

changing ocean pCO2w on various time scales (Michalak et al., 2011).  The coastal zone and marginal seas 

are expected to have high pCO2w variability due to terrestrial influences (Bauer et al., 2013; Cai, 2011) 

and could be prone to enhanced pH declines (acidification) due to large quantities of OM that are 

remineralized in the shallow, biologically productive waters (Cai et al., 2011).  CO2, the primary 

anthropogenically-derived driver of ocean acidification (OA), dynamics and variability are only just 

beginning to be understood in most coastal regions and margins around the world.  Though there is a 

specific lack of understanding on the U.S. east coast (Bauer et al., 2013; Jiang et al., 2013).  The complex 

nature of CO2 biogeochemistry and coastal zone heterogeneity, as well as limitations in spatio-temporal 

coverage, make discerning the time scales and sources of CO2 variability challenging to identify (Cai, 

2011; Jiang et al., 2013, 2008b; Vandemark et al., 2011; Wang et al., 2013; Wanninkhof et al., 2015).  

Moored coastal time series provide high frequency temporal resolution, while cruise (underway systems 

and discrete water samples) observations provide complimentary horizontal and vertical spatial patterns 

needed to assess the aforementioned influences on CO2 biogeochemistry in coastal waters. 
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Historically, cruise methods for CO2 data collection (bottle samples and underway observations) 

have been in use for several decades to discern spatial patterns and variability, sometimes extrapolating to 

create higher temporal resolution (Takahashi et al., 1993).  While higher frequency moored time series 

data collection has only been used over the last decade or so (Sutton et al., 2014).  Since CO2 data 

collection has been, and remains to be, carried out via different methods at the same site, as well as across 

multiple sites, it is essential to show that consistent results can be reached by all methods.  Additionally, 

discrete water samples for dissolved inorganic carbon (DIC), pH, and total alkalinity (TA) observations 

are not only used as direct measures themselves, but also to calculate pCO2w, often in the absence of a 

direct method for observing pCO2w.  Calculated values must also be in agreement with mooring and 

underway observations (Patsavas et al., 2015) not only as an independent method, but also because DIC 

and TA can be included in biogeochemical models to determine the relative importance and the 

contributions of different biogeochemical processes to overall pCO2w variability (Boehme et al., 1998; 

Xue et al., 2016).  Internal consistency checks must also be periodically made during long-term 

deployments to ensure that results from all methods continue to agree (Patsavas et al., 2015; Ribas-Ribas 

et al., 2014) so that combined datasets can increase the spatio-temporal coverage of observed marine 

pCO2w as well as allow for the examination of the biogeochemical processes that influence variability. 

The first objective is to describe seasonal to interannual variability of the moored GR pCO2w time 

series, accompanying variables, and air-sea pCO2w flux (FCO2), as well as examine how biogeochemical 

and environmental influences could affect pCO2w on this ocean margin.  The second objective is to test 

the agreement, or internal consistency, between underway and discrete water bottle-calculated pCO2w 

from cruises in the South Atlantic Bight (SAB) with a pCO2w time series measured by a coastal mooring 

in the Gray’s Reef (GR) National Marine Sanctuary.  Internal consistency serves to test the validity and 

quality of instrumentation as well as show that the same results can be achieved through various methods.  

Previous validation tests have been carried out on other National Oceanographic and Atmospheric 

Administration (NOAA) moored autonomous pCO2w (MAPCO2) systems (Schar et al., 2010; Sutton et 
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al., 2014), however, this is the first field internal consistency effort compiled from various exercises over 

the lifetime of a NOAA MAPCO2 system for a coastal margin heavily influenced by terrestrial sources of 

CO2 (Cai and Wang, 1998; Jiang et al., 2013, 2008a).  MAPCO2 time series are still rather new, with 

≤ 10 years of observations in the coastal oceans; however, in some cases cruises have been collecting 

pCO2w observations for decades longer than moorings.  The broader importance of the objectives is that in 

the future combining results from cruises over the last few decades and moored time series could lay the 

ground work for studies to discern multi-year seasonal variability.  Within the first objective, we also aim 

to determine if the site is an annual net source or sink for atmospheric CO2, as coastal margins represent 

highly biologically and socio-economically important regions that could be impacted by increased 

atmospheric CO2 uptake.  The GR mooring is one of the few coastal CO2 time series that provides an 

important opportunity to compare pCO2w measured from a coastal margin MAPCO2 system to underway 

and discrete water samples, as well as a describe a continuous time series of this length. 

3. Methods 

3.1 Study site and hydrographic description 

The GR mooring (owned and maintained by the National Data Buoy Center as NDBC-

41008; http://www.ndbc.noaa.gov/station_page.php?station=41008) with a National Oceanographic and 

Atmospheric Administration (NOAA) MAPCO2 system is located at the ~20 m isobath, ~74 km southeast 

of Savannah, Georgia and ~40 km east of Altamaha River estuary and coastal marshes around Sapelo 

Island and the Duplin River, along the Georgia coast (31.400°N, -80.868°W; Figure 1).  The GR mooring 

is located at a previously defined hydrographic boundary of the inner and middle shelf regions of the U.S. 

SAB (Pomeroy et al., 2000), loosely based on the location of lower saline waters entering the SAB from 

coastal freshwater sources and Gulf Stream (GS) influences.  The SAB is the coastal margin from Cape 

Hatteras (North Carolina) to Cape Canaveral (Florida).   GS intrusions on the shallow inner shelf occur in 

only ~5% of all reported surface intrusions in the SAB (Castelao, 2011).  By the time that upwelled 

waters from off the shelf reach the inner shelf they have warmed, making them difficult to detect through 
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temperature analysis (Yoder et al., 1985).  This ocean margin is also influenced by 10 rivers that empty 

into the SAB via marsh-dominated estuaries (Figure 1).  Historically, river discharge is at a maximum 

from December through April with a water residence time on the shelf of one to three months, which is 

partially dependent on regional river stream flow volume (Menzel, 1993).  The Altamaha River and its 

watershed are the largest in the region, with its delivery of inorganic nutrients linked to eutrophication 

and increased primary production in coastal marshes and its estuary (Sheldon and Burd, 2013).  We 

assume that the Altamaha River represents the general seasonality and biogeochemical characteristics of 

other rivers in the region, and likely has the greatest influence on the GR mooring of all the regional 

rivers.  There is a southward flowing coastal current (salinity < 34) that is typically held shoreward of the 

~20 m isobath (Figure 1) and entrains the lower salinity waters (residence time of up to three weeks) 

coming from the rivers (Menzel, 1993).  Seaward of the ~20 m isobath oceanic water influenced by the 

GS flows north, and then closer to the shelf break the GS itself also flows north, thus creating a complex 

hydrographic shelf region (Pomeroy et al., 2000, and reference therein).  During wet periods (December 

to May, peaking in the late winter/early spring) when river stream flow is increased, the coastal low 

salinity frontal zone may extend out beyond the ~20 m isobath; conversely, when river stream flow is 

decreased the low salinity region is greatly reduced and held closer to the coast landward of the ~20 m 

isobath (Blanton and Atkinson, 1983).  The SAB has a relatively weak spring bloom, peaking April 

through July, as well as small patchy blooms sporadically timed throughout the year (Castelao and He, 

2013). The location of the GR mooring allows us to examine terrestrial influences on the CO2 signal on 

this ocean margin. 

3.2 Compilation of pCO2w observations from cruises 

The majority of the cruises that passed close to the GR mooring were not specifically designed 

for internal consistency measurements of inorganic carbon system parameters, rather they represent years 

of seasonal cruises that repeated the same transects and stations.  A total of 24 cruises were used in this 

work and are summarized in the Supporting Information Table 1S with more detailed focus on two 
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cruises in 2011 (October) and the July 2015 East Coast Ocean Acidification (ECOA) cruise as specific 

examples of the ground-truthing exercises carried out at the GR mooring (see Supporting Information). 

Most cruises collect continuous observations (2 to 3 minute intervals ) of surface pCO2 (dry mole fraction 

of CO2 converted to pCO2 with the accompanying necessary variables (Jiang et al., 2008b)), as well as 

discrete water samples for DIC and TA, which are used to calculate pCO2 via the Matlab version of 

CO2SYS (Lewis and Wallace, 1998). 

DIC and TA samples were collected and analyzed following standard methods with measurement 

precision of ±0.1% (Huang et al., 2012) and accuracy of ±2 µmol kg-1, tested with Dickson Certified 

Reference Materials (CRM).  DIC and TA from bottle samples are used to calculate pCO2w.  We use the 

equilibrium constants of Mehrbach et al. (1973) refit by Dickson and Millero (1987) and boron constants 

from Lee et al. (2010), which give the closest match to mooring pCO2w.  DIC samples have also been 

collected and measured in the Altamaha River at Doctortown, GA (USGS station 02226000) above the 

head of the tide from November 2000 through the present using the same methods as GR mooring bottle 

samples.  These samples are used to assess the potential for terrestrial sources of DIC to the region 

represented by the GR mooring. 

There were various underway pCO2w analyzers used during the cruises included over the almost 

10 years of field campaigns described in this study, however, the general design and system uncertainty 

are all ± 2 µatm, with calibrations using gas standards at set time intervals of several hours, similar to the 

MAPCO2 system (Jiang et al., 2008b; Pierrot et al., 2009). When comparing the various pCO2w values, we 

align the underway and bottle samples to the closest mooring observation, which typically occur every 

three hours starting at 00:17 UTC, therefore, the closest temporal sample, for either method, is never more 

than an hour and a half different.   Statistical assessment of internal consistency between methods is done 

following similar methods employed in previous works, such as assessment of linear correlations 

(r-value), residual values (mean, standard deviation, and median of the difference between the observed 

value and the predicted value of the linear model), bias (a source of error due to predictor variables), and 
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root mean square errors (RMSE; a measure of the standard deviation between the predicted and observed 

values of the linear relationship) (Patsavas et al., 2015; Ribas-Ribas et al., 2014).  The residual values, 

RMSE, and bias are all measures of deviations of predicted values of the linear fit, while any one of these 

estimations of deviations are likely sufficient, since this is a highly variable coastal margin reporting 

various estimations creates a strict criteria for agreement.  We also assess the potential for surface layer 

and spatial heterogeneity using SSS and SST differences (ΔSSS and ΔSST, respectively) between the 

methods.  Finally, we explore the potential sources of uncertainty in internal consistency using 

adjustments made to measured values in CO2SYS. 

3.3 Time series observations and data processing 

The MAPCO2 system, described in detail in Sutton et al. (2014), has been measuring xCO2 (the 

partially dry mole fraction of CO2) referenced to water (xCO2w; at ~0.6 m depth) and air (xCO2a) above 

the sea surface (~1.5 m), from July 2006 to October 2014 at a sampling interval of three hours.  From the 

same mooring we also have observations of sea surface temperature (SST), sea surface salinity (SSS), 

other standard MAPCO2 system variables (e.g., atmospheric pressure, and relative humidity to calculate 

the partial pressure at 100% humidity), and wind speed from NDBC instrumentation.  The anemometer is 

at ~5 m above sea level; therefore wind speed observations for FCO2 are adjusted to 10 m (Jiang et al., 

2008b).  Wind speed does not consider gust speed, but rather is an hourly average of the second moment 

(reported by NDBC).  The MAPCO2 system is calibrated with standard gasses prior to deployment, has an 

onboard standard that runs during each measurement cycle, and is also calibrated post deployment, with 

any necessary corrections applied prior to release of finalized observations (Sutton et al., 2014).  pCO2w 

was calculated following that described in Sutton et al. (2014).  We applied quality control/quality 

assessment checks and gap-filling techniques, which are presented in the Supporting Information.  Gap-

filled values are not used for internal consistency analyses. 

To determine possible attributing factors to pCO2w variability, besides SST and SSS 

(thermodynamics), we also analyze a time series of Altamaha River stream flow at Doctortown, GA from 
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2006 through 2014. This site is a USGS hydrological monitoring site above the head of the tide (zero 

salinity), and accounts for approximately 98.5% of the discharge in the Altamaha River watershed 

(Sheldon and Burd, 2013).  The 15 minute observations are summed to daily values to show the amount 

of water flowing through the watershed region and into the estuaries.  We assume that while there are 

complex current patterns that will affect the trajectory of water movement, DIC inputs to the SAB from 

terrestrial sources (aforementioned DIC samples from the USGS site) in the region could be generally 

represented by Altamaha watershed DIC. 

3.4 Thermal and non-thermal pCO2w calculations 

To determine the relative importance of the competing effects of non-thermal and thermal 

influences on changes in pCO2w (seasonal cycle), we calculate two operationally defined fractions of 

pCO2w using the decomposition by Takahashi et al. (2002).  Equation 1 defines non-thermal pCO2w 

(pCO2nt), which is normalized to a time series mean SST.  Deviations from pCO2nt imply that non-thermal 

conditions perturb pCO2w.  Equation 2 defines mean pCO2w adjusted to mean SST, where perturbations of 

pCO2t indicate that thermal effects impact pCO2w: 

 (pCO2  at SSTmean) = pCO2nt =  pCO2w × exp(0.0412 × (SSTmean – SST)) (1) 

 (pCO2 at SST) = pCO2t = pCO2mean × exp(0.0412 × (SST– SSTmean)) (2) 

where pCO2w is the observed value, pCO2mean is the time series mean pCO2w, SSTmean is the time series 

mean SST, and SST is the observed value accompanying the pCO2w measurement.  The mean values used 

in these equations are reported in Section 4.2. The value of the exponent (4.12%) is derived for this 

specific data set over the SST and SSS range of measured DIC and TA oceanic and near-shore end 

members following the method of Takahashi et al. (1993) and is within 1 µatm of the Takahashi value of 

4.23%. The operationally defined fractions can only distinguish seasonal thermal from non-thermal 

effects (net biological activity including changes in alkalinity, advection, and air-sea exchange), yet these 



9 

fractions allow us to distinguish periods when each fraction may be the dominant driver of overall pCO2w 

variability. 

3.5 Air-sea CO2 flux and gas transfer parameterizations 

FCO2 is calculated for the time series using the parameterization with a recently refit Schmidt 

number normalized to 660 for a rough surface (Wanninkhof, 2014).  The method assumes a dependency 

on the gas transfer velocity (k) derived from wind speed at 10 m above the sea surface (ku10), the solubility 

of CO2 in sea water (s) as a function of SST and SSS, and the air-sea pCO2 difference (ΔpCO2): 

 FCO2 = k × s × ΔpCO2 (3) 

A negative value for FCO2 represents a flux into the ocean and a positive value is a flux from the ocean 

into the atmosphere. 

There are numerous parameterizations for characterizing ku10, though this work does not seek to 

review all options, we present two representative parameterizations one with a cubic wind speed 

dependence and non-zero intercept under no/low winds (McGillis et al., 2001) (MG01) and a ploynomial 

of gas transfer with wind   (Wanninkhof et al., 2009) (W09) to encompass a range  due to differences in 

the bulk parameterization equations.  The equations used in this work are: 

 MG01:  k = 3.3 + 0.026U10
3 × 𝑆𝑆𝑆𝑆6602  (4) 

 W09: k = 3.0 + 0.1U10 + 0.064U10
2  + 0.011U10

3 × 𝑆𝑆𝑆𝑆6602  (5) 

where U10 (m s-1) is the wind speed at 10 m above sea level, and Sc is the Schmidt number (normalized to 

660).  The gas transfer velocity parameterization for the MG01 estimate is thought to encompass the 

effects of white caps at higher wind speeds.  The W09 estimate is a hybrid model developed to encompass 
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other forces that affect turbulence in the surface.  It should also be noted that the W09 hybrid model is 

similar  from a quadratic model with a zero intercept for moderate winds 3< U10< 15 m s-1 (k = 0.24U10
2 ), 

which is commonly used in the literature (Wanninkhof et al., 2009).  The most recent update to the gas 

transfer velocity (k = 0.251U10
2 ) also has a zero intercept, and is also not likely to represent the gas 

transfer well at the GR mooring due to non-wind effects as low winds impacting turbulence and thus k  

(Wanninkhof, 2014). Uncertainties in FCO2 due to gap-filled pCO2w observations are addressed in the 

Supporting Information section S3. Annual FCO2 is determined from the sum of the three hour 

measurements for each day and the daily standard deviations are summed to represent a general range in 

which the annual sum is most likely to fall. 

4. Results 

4.1 Time series of hydrographic and meteorological variables 

pCO2w increases in the warmer months and peaks over the summer (Figure 2B), whereas pCO2a in 

the marine boundary layer is higher in the colder months (Figure 2A).  The minimum observed pCO2a is 

367 µatm (summer 2006) and the maximum is 427 µatm (winter 2012).  pCO2w largely follows a 

recurring seasonal thermal pattern (pCO2t; blue line Figure 2B, 2C), though excursions are observed, 

likely indicating influences by non-thermal processes on pCO2w (pCO2nt; pink line in Figure 2B).  The 

daily mean pCO2w of the time series is 409 ± 73 µatm and ranges from 253 (winter 2010) to 567 µatm 

(summer 2009).  Summer (historically dry season, June through September) mean pCO2w ranges from 

420 ± 20 µatm in 2006 to 515 ± 20 µatm in 2010, while the winter-spring (historically wet season, 

December through May) pCO2w is lower than the summer (Figure 2B) with a mean range from 

305 ± 37 µatm in 2010 to 368 ± 50 µatm in 2012.  pCO2t peaks in the warmer months, following seasonal 

warming, whereas pCO2nt is highest over the late winter when river stream flow (mixing) is typically 

increased (Figure 2B, 2E).  Furthermore, from the late spring to the early winter, pCO2nt decreases when 

river stream flow typically decreases. 
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The mean SST is 21.5 ± 5.9 and ranges from 10 to 30 °C (Figure 2C), and the mean SSS is 

35.3 ± 1.0, however, ranges from 29.7, during high volume river stream flow in 2009, to 36.8 at the end 

of an extended dry period in early winter of 2012 (Figure 2D).  In general, SSS is decreased in the late 

winter and into the spring when Altamaha River stream flow is increased.  Mean U10 is 6.0 ± 3.0 m s-1 and 

ranges from <1 to 21 m s-1; with the maximum occurring during Hurricane Andrea in 2007.  Daily 

Altamaha River stream flow ranges from approximately 616 m3 d-1 in the dry season (during a drought 

period) to 233,747 m3 d-1 during a high precipitation event in spring of 2009 (Figure 2E).  Typically, river 

stream flow into the SAB is increased in the winter cool periods compared to the summer warm periods 

(Figure 2E).  While there is a large gap in river stream flow data in 2007, it is known to be during a 

synoptic scale dry period (Sheldon and Alber, 2013).  DIC in the Altamaha River is decreased in the 

winter during increased river stream flow periods, while is it increased during decreased river stream flow 

(Figure 3A). 

Over the ~8.5 years of the time series we fit linear least squares regressions, which minimizes the 

effects of high variability in data sets, to determine if there are overall increases or decreases in daily 

mean values for all variables.  Using a daily mean value also helps to eliminate the effects of noise by 

essentially smoothing the daily variations.  The linear fit (slope), which is calculated from mid-July 2006 

(beginning of the time series) to the end of June 2014), is considered statistically significant if the 

correlation coefficient (p-value) is <0.05 and the 95% confidence interval (CI) does not overlap with zero.  

There are increases over the time series in pCO2a and pCO2w of 2.2 ± 0.2 and 4.9 ± 2.4 µatm y-1, 

respectively, as well as an increase of 7.6 ± 1.9 µatm y-1 in pCO2nt (Figure 2A, 2B; Table 1).  A linear 

least squares analysis will be influenced by the start and end points of the data analyzed, however, we 

attempt to minimize this effect by analyzing full annual cycles starting from the beginning of the time 

series.  We do not consider shorter periods of time over the time series (i.e., multiannual droughts or wet 

periods) that could be influenced by large episodic variability, which could influence trends. There were 

no statistically significant changes for, pCO2t, SST, SSS, or Altamaha River stream flow over the time 



12 

series (Table 1 and Figures 2B, 2C, 2D, and 2E, respectively).  There is a 15 ± 10 µmol kg-1 DIC increase 

(calculated based on bi-weekly sampling, on average) from January 2001 through January 2014, the 

observations over the GR time series are too few to give a meaningful result, therefore we extended this 

data analysis.  The 95% CI of ± 10 µmol kg-1 DIC is almost the same as the estimated increase, likely due 

a combination of high seasonal variability, as well as data gaps and sampling bias, which was less 

frequent from 2013 through 2014. 

In Figure 3B we include chlorophyll a (Chl a; 4 km monthly means centered on the Latitude-

Longitude of the GR mooring from the NASA Giovanni server: http://gdata1.sci.gsfc.nasa.gov/daac-

bin/G3/gui.cgi?instance_id=ocean_month) and re-plot pCO2nt to clearly illustrate the behavior of pCO2nt 

(the likely source of longer term change) with respect to Chl a.  There was no significant trend in monthly 

Chl a over the course of the GR mooring time series, nor from the beginning of NASA time series.  The 

highest Chl a events occur in the spring of the wettest years (2009, 2010, and 2013; Figure 3B).  The 

average Chl a for the site is 1.73 ± 1.09 mg m-3, with a median value of 1.48 mg m-3 and a range of 0.48 

(January 2012) to 7.04 mg m-3 (April 2010). 

4.2 FCO2 time series and annual net sums of FCO2 

FCO2 is positive (degassing) over the warmer months, and negative in the cooler months 

following the seasonal ΔpCO2 cycle (Figure 4).  The mean U10 seasonal (November-April versus June-

October) variation is < 1 m s-1, even though in the summer when U10 is slightly decreased, FCO2 still 

closely follows ΔpCO2 (Figure 4). 

ΔpCO2 becomes more positive over the time series, increasing at a rate of 2.6 ± 2.5 µatm y-1 

(Figure 4D and Table 1).  The change in FCO2 from July 2006 through June 2014 is not significant, likely 

due to the high variability, thus the large 95% CI’s (Table 2). However, analyzing the trend from the 

beginning of the time series through the end in October 2014, results in an increase of 51 ± 25 mmol 

m-2 y-1 to 70 ± 34 mmol m-2 y-1 for the W09 and MG01 wind speed parameterizations, respectively.  The 
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two ku10 parameterizations used in this work have similar seasonal patterns (Figures 4A and 4B), however, 

annual estimates using the different parameterizations do not always agree on whether the site is a net 

source or sink for atmospheric CO2 (Figure 5). The difference in source/sink estimate is because while 

both k-values are always positive and ΔpCO2 is the same in both cases (but may be negative), the 

difference in the annual FCO2-sign must come from high wind periods where the two k-parameterizations 

diverge. The difference between the annual net FCO2 estimates can be up to 0.60 mol m-2 y-1 in 2008 

(Table 2).  The error bars in Figure 5 represent the uncertainty in FCO2 using daily mean values to 

determine the air-sea exchange, and are a sum of the standard deviations of means for each day with 

measurements (the number of days with measurements is in the parentheses in Table 2).  We do not have 

observations for every day over the ~8.5 years; the sums represent a total for days with observations 

including days that are gap-filled. 

4.3 Internal consistency between the mooring, underway, and DIC-TA calculated pCO2w 

All internal consistency correlation results and residual values are summarized in Table 3 and 

Figure 6 and 7.  Figure 6 depicts the linear correlations of the measurement methods in terms of measured 

salinity differences and Figure 7 highlights the correlations in terms of measured SST differences.  Over 

the ~8.5 years of the time series the mooring-bottle and mooring-underway pairs correlate with r > 0.90 

(p < 0.001), however, the bottle-underway pair only correlate to r = 0.84 (p < 0.001; Table 1).  The bias 

results for each method suggest that both underway and bottle pCO2w underestimate (best fit slope in 

Figures 6A and 6C is less than 1) the mooring value and that underway pCO2w is less biased (mean bias 

of 12.3 ± 21.3 µatm; Table 3) than bottle-calculated pCO2w.  The difference between the mean residual 

and median residual for the individual methods, as well as the high standard deviations (Table 3), 

suggests that outliers influence the general relationships, and further examination of the sources of these 

differences must be assessed. 

Since this is a coastal region influenced by freshwater sources, likely with high spatial 

heterogeneity, we examine method discrepancies in pCO2w using SSS (freshwater influence) and spatial 



14 

distance from the mooring (Figure 6).  We initially assume that 1) the distance between where the bottle 

sample is taken and the closest temporal underway observation (no more than 2 min) is recorded is 

negligible; and 2) a salinity difference could be due to sensor uncertainty and/or error, as well as vertical 

differences in the water column caused by stratification (different sampling depths) or horizontal 

differences caused by advection.  Both SSS differences and distance can be a factor, yet there is no one 

clear pattern (Figure 6).  For example, bottle samples taken at the mooring can have 0 to <0.6 SSS unit 

difference with 20 to 70 µatm  pCO2w discrepancies, while samples taken at a greater distance, with 

~2 SSS unit differences, can have only ~10 µatm pCO2w discrepancies (Figure 6D).  There are similar 

results for underway observations (Figure 6B).  Specifically for the difference between mooring and 

bottle pCO2w there is a weak dependence explained by the SSS measured by the mooring (r2 = 0.22; 

p < 0.001; n = 57): at lower SSS mooring pCO2w is greater than bottle-calculated pCO2w (Figure 6F).  The 

spatial distribution of SSS around the mooring is discussed in section S4 of Supporting Information 

(Figure S1). 

Differences in SST between the bottle samples, the mooring system, and the underway systems 

may also contribute to discrepancies (Figure 7A).  Adjusting calculated pCO2w and underway pCO2w to 

mooring SST (as well as adjusting using both SST and SSS) did not improve the strength of correlations 

(Figure 2S).  Similar to pCO2w discrepancies due to SSS, even smaller SST differences can have 

associated higher pCO2w discrepancies between methods (Figure 7B), which are not always caused by 

thermodynamic differences (see Supporting Information section S4).  Sources of pCO2w discrepancies 

could include measurement error (e.g., system calibrations, contamination, ), measurement uncertainty 

due to problems with the DIC and TA methods (e.g., measurement precision or inclusion of organic 

alkalinity; Figure 3S), and/or spatial heterogeneity, and are summarized below and discussed in the 

Supporting Information section S4. 

Using two examples of cruises we illustrate when validation efforts have provided good 

agreement between all methods and when they did not, in an attempt to improve future sensor validation 
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efforts in the SAB and other moorings.  The first example, one of only a few less successful cruises, in 

Figure 8A, illustrates the spatial track of the October, 2011 cruise.  During this diel period the pCO2w at 

the mooring ranged from 420.7 to 444.9 µatm, with the minimum occurring at approximately 22:00 UTC 

and the maximum at 15:00 UTC (Figure 8B). Bottle samples ranged from 383.3 to 409.2 µatm (Figure 

8B).  The mean residual between mooring and underway observations is 2.5 ± 20 µatm, with a median of 

4.8 µatm (n = 51) and between mooring and bottle the mean is -36 ± 11 µatm with a median of -37 µatm 

(n = 57).  The spatial-temporal differences observed during this cruise represent distance from the 

mooring (up to ~0.9 km) as well as changes in pCO2w not captured by the three hour frequency of 

mooring measurements (Figure 8A).  It is also important to note the vertical difference in the water 

column, which may cause the greater pCO2w difference between the bottle values at 4 m and those from 

the underway (2.5 m) and the mooring (0.6 m).  In the second, more successful example, in Figure 9A, 

the average mooring pCO2w during ECOA July, 2015 is 446.4 ± 0.4 µatm and the average bottle 

calculated value is 446.7 ± 3.8 µatm (Figure 9B), which are not statistically different.  The mean and 

median residual mooring-underway are -4.9 ± 5.2 µatm and the mooring-bottle mean and median residual 

are < 0.1 ± 3.8 µatm and 1.9 µatm, respectively.  Regardless of the spatial difference (up to 1.6 km and 

~3 m depth), there is good agreement between the three methods during the ECOA 2015 cruise, which 

likely indicates spatial homogeneity as opposed to the October 2011 cruise, and will be discussed in more 

detail below. 

5. Discussion 

5.1 pCO2w internal consistency and validation 

We assess pCO2w internal consistency of mooring, underway, and bottle samples using a 

combination of correlation results, residual values, and biases (Table 3).  At this time we do not offer 

specific values for allowable agreement since the majority of the cruises were not designed with 

validation in mind, rather use this discussion not only to address the positive outcomes of internal 

consistency, but also challenges and how they can be addressed and improved in future work. In general, 
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internal consistency is comparable among the three methods, as well as to other studies, however, Figures 

6 through 8 also illustrate the often problematic spatio-temporal heterogeneity of the system.  First, we 

find that the strongest agreement with the lowest bias is between the mooring-underway pair (Table 3).  

Using two independent underway pCO2 systems on the same cruise, similar correlation results (r = 0.96) 

were obtained by a previous study (Ribas-Ribas et al., 2014).  Our result may be slightly weaker than 

previously published correlations due to high spatial heterogeneity, which would not be expected when 

comparing two different systems on the same vessel as opposed to locations up to 2 km apart. Second, our 

mooring-bottle correlation (r = 0.91) is similar to the mooring-underway (r = 0.92), however, the RMSE 

greater for the mooring-bottle pairing (24.6 µatm) than the mooring-underway pairing (17.6 µatm), 

suggesting that while the mooring-bottle method is in good agreement, there is an overall potential for 

differences in these methods of an order of magnitude greater than system uncertainties (Schar et al., 

2010; Sutton et al., 2014).   Previous work has included Monte Carlo re-sampling to estimate an 

allowable range of uncertainty (Ribas-Ribas et al., 2014), however, this is not a practical approach for the 

present work since our sample size is limited and could bias results.  In general, internal consistency with 

respect to the mooring is good and results provide knowledge needed for future work (discussed below). 

We identify several potential sources of pCO2w discrepancies within the data set, which are being 

used to improve present and future validation efforts at the GR mooring.  Detailed analyses of the sources 

of differences among methods are discussed in the Supporting Information section S4, in summary: 

• Poor analytical and storage methods for the DIC-TA pairing could contribute up to 10% relative 

mean uncertainty in calculated pCO2w, a value well above internationally accepted ocean 

acidification monitoring network best practices (Newton et al., 2014). Poor storage could result in 

increased pCO2w in bottle samples due to respiration, or decreased pCO2w due to degassing. 

• Spatio-temporal SSS during the two cruises highlighted (October 2011 and ECOA-2015) only 

had mooring-underway SSS difference of up to ± 0.2, however, including all cruises the 
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maximum SSS difference was up to ~2.3 (Figure 6B and 6D).  If for every theoretical 1 unit SSS 

changes, the TA changes ~50 µmol kg-1 (Xue et al., 2016), then the 0.2 or 2.3 unit difference 

could account for a TA difference ranging from ~10 to 115 µmol kg-1, respectively.  Therefore, 

potentially affecting the pCO2w value of one method with respect to the other. 

• Assuming that sensor differences or environmental differences represented by differing SST 

could contribute to discrepancies in pCO2w we adjust underway and bottle SST to mooring SST 

(Equation 1 of Supporting Information; Takahashi et al., 1993).  This adjustment, however, 

decreases the overall strength of correlation results, though in some individual instances does 

decrease the discrepancies between methods (Figure S2).  Therefore, environmental or sensor 

differences could affect some cruise results but in general are not likely the primary source of 

discrepancies in the present work. 

• On a coastal margin influenced by freshwater, SSS spatio-temporal heterogeneity may also be 

important and indicates if different water masses are sampled.  Since SSS only explains up to 

87% of TA variability in bottle samples (p < 0.001), a portion of TA could be due to organic 

bases, thus overestimating TA and subsequently underestimating pCO2w (Yang et al., 2015).  

Decreasing measured TA in this study 10 to 30 µmol kg-1 increased the correlation strength for 

mooring-bottle (Figure 3S) as well as reduced the RMSE and residual values.  Therefore, organic 

bases in the TA method, resulting in systematic biases in calculated pCO2w, could skew results on 

coastal margins.  Given this conclusion, future validation efforts could include deeper 

investigation on the role of organic bases in TA measurements at the GR mooring. 

While at this time we do not seek to examine environmental details of every individual cruise for sources 

of internal discrepancies in calculated pCO2w, we note that these previous validation efforts are an 

important step in better understanding spatio-temporal CO2 dynamics at this particular field site.  The 

pCO2w differences observed at this site could also be due to the influence of tidal or temperature fronts 
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(advection of coastal or oceanic water masses) on very small spatial and temporal time scales (Figures 

6-9).  Future validation attempts, if they cannot be performed within meters and minutes of the mooring 

observation, should consider tides and also attempt to identify any different water masses around the 

mooring that could influence the results.  Spatial differences are more likely to occur using mooring-

underway validation, whereas, temporal differences are less likely to be responsible for pCO2w differences 

given the high temporal frequency of underway observations.  Conversely, given that we know the 

mooring samples at 17 minutes after the hour, though the observation is integrated over a 6 min 

equilibration time, temporal differences should be less of an issue if samples are taken at the mooring. 

The magnitude of the mooring-bottle results are similar to those determined for a MAPCO2 

system in the Hood Canal (Washington, USA), however, in that instance calculated pCO2w was greater 

than the moored value (-12 ± 30 µatm), and the difference between mooring and underway pCO2w was 

better (-9 ± 8 µatm) (Schar et al., 2010).  Consistent with the aforementioned study we find that there is 

better agreement between mooring-underway than mooring-bottle using the DIC-TA pairing, which could 

be due to analytical challenges using calculated pCO2w.  A reasonable understanding of the bottle-

mooring pair is needed in order to use SSS-derived TA and pCO2w to accurately estimate the rest of the 

carbonate system variables at the GR mooring (Sutton et al., 2016) in future works.  Once we are able to 

calculate all carbonate system variables, with a good sense of validity through internal consistency, then 

we can apply biogeochemical and/or more sophisticated physical-biological coupled models in the future 

to better understand the sources of pCO2w variability on this coastal margin.  This initial validation is a 

first step in showing that reasonable internal consistency has been achieved at this mooring and that GR 

mooring time series measurements are good quality and can be used to assess pCO2w at this site.  Given 

how measurement methods have changed over the last decade, as OA and carbonate system variable 

observations have become crucial, this is an important milestone in carbonate system studies.  The next 

step in future time series research is to compare OA monitoring site results from present studies to those 

conducted prior to the initiation of our present MAPCO2 systems as well as to historic observations. 
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5.2 Seasonal to interannual pCO2w and FCO2 variability 

Intra-annual pCO2w variation follows a seasonal thermal cycle, with increased partial pressure in 

the summer compared to the winter.  When pCO2w is decomposed, pCO2t and pCO2nt exhibit out-of-phase 

seasonal harmonics that roughly coincide with SST and river stream flow cycles, respectively (Figures 2 

and 3).  The almost identical phases of pCO2w and pCO2t (or SST), as well as the greater seasonal 

amplitude of pCO2t compared to pCO2w, support a SST-dominated seasonal cycle (Figure 3B and 3C).  

Rather than examining well defined pCO2w seasonal thermal cycles in the SAB, as has recently been done 

(e.g., Signorini et al., 2013; Xue et al., 2016), we assess the potential contributions to seasonal pCO2nt 

variability and interannual changes. 

pCO2nt variability, which is out of phase with observed pCO2w, reflects the overall influence of 

non-thermal processes: vertical and/or horizontal mixing (river stream flow), net biological reactions, and 

air-sea exchange (Xue et al., 2016).  GR mooring pCO2nt, which is increased in the winter and early 

spring with the river discharge, decreases as spring time Chl a increases (Figure 3). The timing of pCO2nt 

variability strongly suggest that the initial pCO2nt increase is a response to terrestrial CO2 exported from 

the Altamaha River (Figure 3), as a proxy for all freshwater sources to the SAB.  Even though riverine 

DIC concentration decreases (dilution) with increased river stream flow (Figure 3A), not only would the 

overall lateral flux out of the watershed be enhanced but, the CO2 to DIC ratio would increase as well 

(Jiang et al., 2013) at higher stream flow.  Increased river discharge also mobilizes material (OM, CO2, 

DIC, and inorganic nutrients) export fluxes from salt marshes via tidal flushing (Cai, 2011), thereby 

enhancing lateral fluxes across the SAB inner shelf.  Consequently, exported OM likely provides a 

sustainable source for CO2 via respiration on the shelf (Cai et al., 2003; Jiang et al., 2013, 2010; Pomeroy 

et al., 2000) possibly even after river stream flow decreases. 

Another consequence of increased river discharge in the winter and early spring is an increase in 

nutrient export from the watershed, estuaries, and marshes (Figure 3) (Cai et al., 2003; Jiang et al., 2013; 

Schaefer and Alber, 2007). We suggest that nutrient export is the cause of increased Chl a, an indicator of 
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biomass, during the spring and early summer at the GR mooring starting from when spring SST warming 

begins.  As a result in the spring-early summer pCO2nt decreases following the Chl a peak as biological 

production consumes CO2 (Figure 3B). Overall pCO2w, however, increases due to warming (pCO2t), 

leading to degassing and positive FCO2 (Figure 4), therefore, pCO2nt continues to decrease in the warm 

summer months due to the switch from negative to positive FCO2.  Finally, in the fall-winter pCO2nt 

increases once again due to lateral transport and respiration of OM exported from estuaries earlier in the 

season, as well as heterotrophy on the shelf (Pomeroy et al., 2000). When SST cools, FCO2 returns to 

negative, which also contributes to the pCO2nt increase via atmospheric CO2 uptake (Figures 2 and 4).  

While the aforementioned processes all contribute to overall pCO2w and pCO2nt their relative importance 

likely varies season-to-season and interannually, as was reported by Xue et al. (2016). 

5.3 Sub-decadal CO2 trends and larger scale implications 

pCO2w increases over the time series, though still on a sub-decadal scale, by 5.2 ± 1.4 µatm y-1.  

The large data loss in 2009 is in the middle of the time series, and therefore does not greatly influence the 

long-term trend.  The pCO2w increase is more than double the pCO2a increase at this coastal site, as well 

as the rate at the Bermuda Atlantic Time Series (BATS) station (1.7 ± 0.09 µatm y-1) (Bates et al., 2014, 

2012) and the global mean pCO2a ~2.0 µatm y-1 (Wanninkhof et al., 2013).  Such increases in pCO2w have 

also been noted in the northern South China Sea, which is increasing at a rate slightly higher than that of 

the atmosphere (Tseng et al., 2007). Also, pCO2w in the North Sea between two summers is increasing at 

a rate 5-6 times the atmospheric, thus decreasing the net regional sink (Thomas et al., 2007), which could 

also be the case at the GR mooring and SAB inner shelf.  Furthermore, at the GR mooring there is a 

7.1 ± 1.9 µatm y-1 pCO2nt increase.  Consistent with previous studies in the North Atlantic basin (Fay and 

McKinley, 2013; McKinley et al., 2011), we find that GR mooring pCO2w change over the course of our 

time series does not reflect an increase in SST.  While SST influences daily and seasonal pCO2w 

variability in the SAB (Signorini et al., 2013; Xue et al., 2016), we find no statistically significant change 

over the time series in SST or pCO2t (Figure 2B and 2C), therefore the change is likely due only to 
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pCO2nt.  Since neither of the variables associated with mixing, Altamaha River stream flow and SSS, 

exhibit statistically significant increases, we can conclude from the available observations that the 

increasing river DIC concentration, and possibly the DIC flux from rivers and marshes to the SAB, is a 

potential source for increasing pCO2w at the GR mooring (Figure 3A; Table 1).  There is no evidence of 

changes in biological production (Chl a) at the GR mooring, however, without an estimate for biological 

respiration or net primary production, we cannot estimate the potential role of DIC produced on the inner 

shelf . 

As a result of increased pCO2w, which is greater than the atmospheric increase, ΔpCO2 and FCO2 

are also increasingly more positive and could result in a decreased annual net sink. These results are 

consistent with findings on the Scotia Shelf, North America, which is an increasing net source of CO2 to 

the atmosphere (Shadwick et al., 2010).  The pCO2a increase at the GR mooring likely contributes up to 

~2.0 µatm y-1 of the overall pCO2w increase, however, other sources must account for the remaining 

portion.  Based on the elimination of factors, such as a lack of increasing trends in SSS, SST, and Chl a, 

we suggest that further investigation into the shelf DIC and net biological processes in the coastal marshes 

and rivers could help resolve the source of increased GR mooring pCO2w. 

Compared with open ocean pCO2w, coastal pCO2w, and its variability, are more strongly 

influenced by terrestrial export and episodic events, such as storm induced vertical mixing over a shallow 

water column or mixed layer, than in the open ocean (Gledhill et al., 2015).  The confidence interval 

associated with the pCO2w increase over ~8.5 years at the GR mooring is greater than those reported for 

open ocean sites in the Atlantic (Bates et al., 2014, 2012; Fay and McKinley, 2013; McKinley et al., 

2011), and could be interpreted as higher coastal zone variability compared with the open ocean.  The 

observed trend variability is also likely influenced by the start and end dates of the time series; that is the 

time series starts during a dry period and ends during a wet period.  Episodic events, such as wet periods 

(e.g., 2009-2010), drought periods (e.g., 2012), and tropical cyclones (surface water cooling or mixing) in 

the southeast USA (Crosswell et al., 2014) can all contribute to large trend variability.  In Section 5.1 we 
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assessed the influence of lateral materials flux via river stream flow, though apart from river stream flow, 

other extreme mixing variations could transport upwelled oceanic cold intrusions onshore (see Section 

5.3). Episodic events increase variability and make it challenging to determine the underlying 

mechanisms that control sub-decadal trends; however, a greater understanding of mixing at the GR 

mooring could constrain this particular uncertainty. Finally, carrying the time series out to over two 

decades could also decrease the overall trend and its variability (Fay and McKinley, 2013), which 

highlights the necessity of continued observations at this and other coastal moorings. 

5.4 Net annual FCO2 source-sink variability 

Considering the data loss during most years, if we only compare years with minimal data loss 

(2008, 2010, and 2012; Table 2), then there is still no consensus on whether this site is consistently a 

source or a sink.  Rather, the site is highly variable and there is still a great amount of uncertainty 

surrounding the annual  FCO2 (Figure 5).  As we find for year 2012, a  previous assessment of the SAB in 

2005 and 2006 also determined that the inner shelf could be a source of CO2 to the atmosphere (Jiang et 

al., 2008b). The observed interannual variability and uncertainty in FCO2 in this work, and differences 

with estimates from previous studies of the SAB, could be due the complex hydrographic regime at the 

boundary of the inner and middle shelf where the GR mooring is located (Castelao, 2011; Menzel, 1993; 

Signorini and McClain, 2007).  Whether the region represented by the GR mooring is an annual source or 

sink is determined by the hydrography, including extent of the freshwater plume, the location of the Gulf 

Stream, and/or Gulf Stream-induced upwellings.  For example, decreased river stream flow (year 2012) 

could contribute by increasing the residence time of water on the inner shelf (Menzel, 1993), thus 

allowing for a longer period of time over which laterally transported OM, and subsequently respiration, 

could remain on the inner shelf near the GR mooring and enhance pCO2nt (Figure 3).  Another example, 

during 2007 transport/Gulf Stream-induced upwelling of lower SST waters with higher TA and nutrient 

concentrations than shelf waters, could have decreased pCO2w, which could lead to negative FCO2, while 

providing nutrients for Chl a increases (Signorini et al., 2013).  A short term return to negative FCO2 
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accompanied by a decrease in SST during the later spring in 2007 could be evidence of the effects of 

onshelf transport, thus the observed decreases in pCO2t and pCO2nt with a several month increase in Chl a 

(Figures 2B & 2C, 3B, and 4A, 4B, & 4C).  Even short-term hydrographic changes could impact annual 

sums and uncertainty, though a more thorough understanding of the mixing regime at the GR mooring is 

need to better assess the quantitative impacts on interannual FCO2 and the alternating source/sink. 

Another factor that could contribute to large uncertainties in annual FCO2 is the use of various 

gas transfer velocity estimates.  We find that our estimates using two different FCO2 parameterizations do 

not always agree on the sign of FCO2 (Figure 5).  For example, the W09 hybrid model closely resembles 

a quadratic function, which shows larger differences at higher winds speeds compared with the MG01 

cubic function, and there are also slight differences in the intercepts (Equations 4 and 5).  For years with a 

greater number of days with higher U10, this may be an important distinction and is likely a key source for 

daily to interannual uncertainty since at higher wind speeds there are greater differences between the 

resulting fluxes (Figure 4A & 4B).  The large error bars (annual uncertainty) in Figure 5 are due to 

accumulation of uncertainty (daily variability in pCO2w).  Furthermore, from a methodological standpoint, 

larger data gaps in 2007, 2009, 2011, 2013, and 2014 (see Table 2 for the number of missing days in each 

year) will also affect annual fluxes.  For comparison, the Jiang et al. (2008a) study presented estimates 

using a quadratic wind speed relationship with a zero intercept (Wanninkhof, 1992), thus, the results of 

the present study should generally be comparable; therefore methodologies between studies are not likely 

contributing to differences in our source/sink estimates.  In general, the alternating annual source-sink and 

disagreement between the FCO2 parameterizations at the site has implications for estimating annual 

carbon budgets in this region and could contribute to overall regional budget uncertainties. 

6. Conclusions 

We have shown that MAPCO2 system, underway, and calculated pCO2w from discrete water 

samples at the GR mooring are in reasonably good agreement, even though the majority of the cruise 

observations compiled over the time series of the GR mooring were not collected using rigorous internal 
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consistency methods.  While there are some discrepancies in the validation results, general uncertainties 

associated with the method can be quantified, thus improving data synthesis.  We recommend that 

samples collected for internal consistency should be collected as close to the mooring equilibrator intake 

as possible and within minutes of the MAPCO2 system observation.  If samples cannot be analyzed 

immediately while the cruise is underway, then they should be treated and stored according to established 

protocols and analyzed as soon as possible (Dickson et al., 2007).  While DIC and TA are the most 

commonly and easily collected and analyzed carbonate system variables, this pairing may not be the most 

accurate or precise method for calculating pCO2w, especially on highly variable ocean margins influenced 

by lower SSS waters. The broader implications for validation and time series assessments will allow 

future studies to merge the methods for determining pCO2w variability explored here, and can also 

contribute to discerning the biogeochemical drivers of CO2 on highly variable coastal margins. 

SST is an important source of daily to seasonal pCO2w and FCO2 variability; however, longer 

term increases in pCO2w are likely driven by pCO2nt at the GR mooring.  The combined effects of all non-

thermal processes (net biological processes, air-sea exchange, and transport) likely contribute to the 

increase in pCO2nt, thus pCO2w.  Further work is needed to calculate time series of DIC and TA at the GR 

mooring, which can be used in biogeochemical models to determine the contributions of mixing, 

biological processes, and gas exchange. 

Depending on the parameterization used, the net annual FCO2 at the GR mooring can have large 

differences in the source-sink term and can also vary greatly year-to-year.  According to the estimates 

presented here, the majority of the time the GR mooring site is a sink for atmospheric CO2, though the 

mixing regime likely plays an important role in annual estimates, which we have yet to discern.  The 

results of the present study differ from previous estimates, which were based on seasonal cruises and 

interpolation rather than a continuous time series, assuming that the GR mooring is a good representation 

of the SAB inner shelf.  There appears to be a clear need to re-evaluate FCO2 on the entire shelf, as well 

as determine the biogeochemical processes that influence pCO2w. 
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Table 1. Summary of pCO2w internal consistency.  GR Mooring observations are from 0.6 m, whereas 
underway are from 2.5 to 4 m, and bottle samples from 0 to 4 m.  All units are µatm and in each instance 
the residual value is the first method minus the second method.  The root mean squared error (RMSE) 
gives a statistical result for the error in the correlation model. 
 

Pairing Correlation Statistics 

Mean, St dev, 
and median 

residual 

Best fit 
slope and 
intercept Mean Bias 

Mooring-Underway r = 0.92; p < 0.001; n = 51; 
RMSE = 17.6 

5.54 ± 32.4, 8.2 0.76, 102 12.3 ± 21.3 

Mooring-Bottle r = 0.91; p < 0.001; n = 57; 
RMSE = 24.6 

24.4 ± 29.0, 25.0 0.79, 70.4 24.6 ± 30.7 

Underway-Bottle r = 0.84; p < 0.001; n = 41; 
RMSE = 28.3 

24.8 ± 29.2, 12.2 0.76, 80.7 21.2 ± 35.5 
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Table 2. Linear least squares fit results for time series of variables with statistically significant results.  In the least 
squares fit equation “t” is the unit of time (per day).  The units of annual change are µatm y-1 for CO2 fractions, mmol m-2 
y-1 for FCO2, and µmol kg-1 for DIC. *These results are for July 2006 through October 2014, the linear model is not 
significant July 2006 through July 2014. 
 
 Regression 95% CI Least squares fit Annual change 
pCO2a r2 = 0.37; p < 0.001; n = 2,636 5.8 to 6.4 × 10-3 pCO2a = (6.1 ×10-3) × t + 384.1 2.2 ± 0.2 
pCO2w r2 = 0.02; p < 0.001; n = 2,636 1.0 to 1.7 × 10-2 pCO2w = (1.3 ×10-2) × t + 386.0 4.9 ± 2.4 
pCO2nt r2 = 0.08; p < 0.001; n = 2,612 1.8 to 2.3 × 10-2 pCO2nt = (1.9 ×10-3) × t + 376.3 7.6 ± 1.9 
ΔpCO2 r2 = 0.006; p < 0.001; n = 2,636 5.3 to 12 × 10-3 ΔpCO2 = (8.5 ×10-3) × t + 0.39 3.1 ± 2.4 
MG01 FCO2* r2 = 0.03; p < 0.001; n = 2,486 1.5 to 2.4 × 10-6 FCO2 = (1.9 ×10-6) × t – (2.6 ×10-3) 70 ± 34 
W09 FCO2* r2 = 0.03; p < 0.001; n = 2,486 1.1 to 1.7 × 10-6 FCO2 = (1.4 ×10-6) × t – (1.9 ×10-3) 51 ± 25 
DIC r2 = 0.05; p < 0.001; n = 455 0.02 to 0.005 DIC = 0.04 × t + 611 15 ± 16 
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Table 3. Annual net FCO2 at the GR mooring and the sum of the daily standard deviations.  
The number of days for which there are missing observations after interpolation and gap-
filling is in parenthesis following the year in the first column.  W09 and MG01 are the two 
estimates for FCO2, respectively.  Since the time series begins in July of 2006, we only have 
data for the second half of the year, and because the deployment for the mooring ends in 
October of 2014, observations are not yet available for use for the end of 2014 through the 
present.  Units are in mol m-2.  *The time series began in July of 2006.  **53 days are missing 
from the time series through the end of the deployment, which was October 24, 2014; 
however, the total missing for the 2014 calendar year is 122. 
 
 Year W09 (mol m-2 y-1) MG01(mol m-2 y-1) MG01-W09 

 2006 (198)* -0.39  ± 0.26 -0.35 ± 0.44 0.02 

 2007 (49) -0.31 ± 0.68 0.08 ± 1.1 0.39 

 2008 (9) -0.07 ± 0.85 0.53 ± 1.4 0.60 

 2009 (73) -0.37 ± 0.63 -0.19 ± 0.93 0.18 

 2010 (13) -0.60 ± 0.97 -0.04 ± 1.4 0.56 

 2011 (100) -0.33 ± 0.69 0.05 ± 1.0 0.38 

 2012 (10) 0.73 ± 0.81 1.3 ± 1.4 0.57 

 2013 (64) -0.28 ± 0.55 0.01± 0.96 0.29 

 2014 (53)** -0.66 ± 0.68 -0.43 ± 1.1 0.23 
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Figure 1. Map of the SAB showing the location of the GR mooring, the major rivers in the region, and 
Sapelo Island at the mouth of the Altamaha River.  The “X” marks the GR mooring at ~18 m.  The blue 
arrows show the general location and directional flow of the low salinity counter current .  The northward 
flowing mean position of the  Gulf Stream core is the thick red line (see Castelao, 2014). 
  



35 

 

Figure 2.  Time series of variables with slopes of the linear least squares fit.  From the top: (A) pCO2a 
with least squares (red line), (B) pCO2w (black line and red slope line), pCO2t (blue line), and pCO2nt (pink 
line and light blue slope line) (C) SST, (D) SSS, and (E) Altamaha River stream flow.  The trends 
(slopes) shown are significant at p < 0.001 and are significantly different than zero.  The values of the 
trends are also presented in Table 1.  Note the difference in scale of pCO2a and pCO2w.  
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Figure 3.  This figure shows some of the different biogeochemical components of the pCO2nt (plotted in 
panel B): in panel (A) mixing, represented by Altamaha River stream flow (smoothed over a 30 day 
period) and biological contributions from DIC (at the Doctortown, GA USGS site) in the watershed. In 
panel (B) monthly mean Chl a as a proxy for local biological consumption of CO2 and pCO2nt (daily mean 
time series and monthly means).  
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Figure 4.  Time series of (A) the MG01 FCO2 and (B) W09 FCO2 estimates; (C) U10; and (D) the air-sea 
pCO2 difference (Δ pCO2).  The green lines in panels A and B and the red line in panel D are the linear 
least squares best fit lines that indicate a statistically significant increase in the given variable, based on 
observations that include values calculated with climatological mean SST and SSS.  Negative values 
indicate a flux into the sea surface and positive values indicate a flux into the atmosphere.  
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Figure 5. Annual FCO2 using the two gas transfer parameterizations.  The error bars are the sum of the 
daily standard deviations for W09 and MG01.  Given considerable data loss in 2014, which was gap filled 
at a daily frequency, thus we do not have daily standard deviations for the whole year as we do for other 
years.  Therefore, the error for year 2014 is the mean error from all other years.  Larger data gaps 
occurred in 2007, 2009, 2011, 2013, and 2014 (end of deployment not finalized); see Table 3 for the 
number of missing days.  
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Figure 6. Internal consistency correlations from the three different pCO2w observations methods using 
SSS and distance from the mooring to examine sources of discrepancies.  Panels A, C, and E are the 
results of correlation analyses, and B and D are comparisons of spatial distance and SSS differences 
between the mooring and the other method.  In this graphic ΔpCO2 is the difference between pCO2w from 
the x-axis minus pCO2w from the y-axis.  Panel F is the pCO2w difference between the mooring and that 
calculated from DIC-TA of the bottle with respect to the SSS measured at the mooring.  The black lines in 
all panels are the 1:1 lines and the red lines are the best-fit lines (slopes and intercepts are in Table 2).  
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Figure 7. Internal consistency correlation for results between mooring and underway pCO2w using SST to 
examine sources of pCO2w discrepancies.  Panel A is the result of correlation analysis illustrating the 
same pCO2w relationship in Figure 2A, however, with the color bar representing the difference in SST 
between the mooring and underway observations.  Panel B is the comparison of spatial distance and SST 
differences between the mooring and underway observations.  In this graphic ΔpCO2 is the difference 
between pCO2w from the x-axis minus pCO2w from the y-axis.  The black line is the 1:1 line and the red 
line is the best fit-line.  
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Figure 8.  October 2011 internal consistency of (A) spatial underway pCO2w, bottle-calculated pCO2w, 
and GR mooring pCO2w and (B) the observations plotted over time.  The star in panel A is the mean from 
the mooring over the time period of the ground-truthing pass and the squares are the bottle samples.  The 
gaps in underway observations in panel B either represent instrument calibration periods (typically on the 
order of 25 minutes), when the system was shut down to clean the filters (this region can be highly turbid, 
especially during wet periods), or are points that were omitted when the ship moved too far from the 
mooring.  
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Figure 9.  July 2015 internal consistency of (A) spatial underway pCO2w, bottle-calculated pCO2w, and 
GR mooring pCO2w and (B) the observations plotted over time.  The star in panel A is the mean from the 
mooring over the time period of the ground-truthing pass and the squares are the bottle samples.  The 
gaps in underway observations either represent instrument calibration periods or were omitted when the 
ship moved too far from the mooring.  Note that the scale of the color bar in panel (A) is different than the 
scale in panel (A) of Figure 4.  Note the difference in spatial scale between panel A of this figure and 
panel 4A.  
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Supporting Information 

S1. Compilation of pCO2w observations from cruises 

There have been a total of 24 different cruises ranging in duration of several hours to a full diel 

cycle on several ships with varying sea water intake depths for underway systems (Table 1 of the main 

text).  Depending on the size of the ship, internal-consistency passes can get as close as tying up to the 

GR mooring and as far as up to 2 km away.  Most cruises collect continuous observations as well as 

discrete water samples for DIC and TA.  Over the last two years discrete water samples have also been 

collected during routine servicing of the GR mooring (zero meters distance), but are not accompanied by 

underway pCO2w observations.  Though cruises cover the whole SAB, we include primarily cruise 

observations (underway and discrete water samples) that were collected within less than 1 km from the 

GR mooring due to high offshore heterogeneity (Jiang et al., 2013, 2008b), however, in some years due to 

the limited number of passes, when samples less than 1 km from the mooring were not collected we do 

extend the radius to include cruises that came within 2 km of the site after assessing the spatial 

heterogeneity.  Samples are matched to the mooring three-hour frequency as closely in time as possible, 

additionally, during some of the cruises the frequency of the mooring observation is increased to one 

measurement per hour, however, for the majority of cruises this did not occur.  The 11 samples collected 

during the April 2011 cruise, with ΔSSS up to 2.87, had subsequently large pCO2w differences (up to 

~150 µatm; data not shown) and were omitted from internal consistency validation.  While we cannot 

exactly say that spatial heterogeneity is the only cause of the pCO2w discrepancies during April 2011, we 

are unable to identify any other issue with this cruise at this time. 

Unfortunately, at this time we have too few high precision spectrophotometric pH samples to 

include this variable in a robust examination of pCO2w internal consistency.  DIC and TA are typically the 

most widely collected carbonate system samples (Patsavas et al., 2015), therefore in this study we focus 

on this pairing for calculating pCO2w using CO2SYS (Lewis and Wallace, 1998).  We briefly compared 

the CO2SYS options for K1 and K2 constants from Lueker et al. (2000) to Dickson and Millero (1987), as 
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well as Uppström (1974) or Lee (2010) for the Boron constants.  We find that the closest calculated match 

(data not shown) to mooring pCO2w is Dickson and Millero (1987) and Lee (2010). 

S2. Time series observations, processing, and gap-filling 

Prior to calculating pCO2w quality control/quality assurance was performed on the CO2 data set as 

well as the other variables needed to calculate pCO2w, including de-spiking, to detect observations 

potentially affected by biofouling or other sources of contamination or potential instrument errors.  In this 

work we do not address the potential sources errors in the MAPCO2 system, however, it should be noted 

that the system uncertainty in field tests is ± 2 µatm (Schar et al., 2010; Sutton et al., 2014). 

Gap-filling is often an essential and necessary component of time series analysis as sensors can 

have failures or have omitted observations that must be replaced.  Due to the complexities of pCO2 

calculations from multiple variables, several gap-filling methods were used at high (three hour) and low 

(daily mean) observation frequencies.  Atmospheric pressure, SST, SSS, and xCO2 gaps did not always 

occur simultaneously because they are measured by independent sensors.  Linear interpolation for gaps up 

to six hours (two measurements) was applied in the high (three hour) frequency time series; this method 

accounted for less than 3% of all observations in the high frequency time series.  Once this most basic 

level of gap-filling was completed, we calculated daily mean values for all variables.  Missing 

observations in the daily mean time series were linearly interpolated if they were two days or less, or 

filled using climatological values (ensemble means of the time series) for gaps three to seven days long 

(except two periods in 2013-2014 see below).  At the daily time step, gap-filling was primarily 

accomplished through insertion of climatological means for SST, SSS, and atmospheric pressure to 

calculate pCO2w for instances when xCO2w was measured but the other variables were not.  

Approximately 25% of daily mean SST and SSS observations were gap-filled with either linear 

interpolation or climatological means through the end of the October 2013 deployment.  We did not gap-

fill pCO2w with climatological means as this would introduce a high level of uncertainty and defeat the 

purpose of identifying pCO2w variability itself.  After gap-filling, for the time period between July 2006 
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and October 2013 we achieved 91% of daily pCO2 values.  Gaps in summer of 2009 (May 19 to July 20), 

2011 (May 19 to August 28), and 2014 (April 30 to May 13 and then June 16 to July 9) were not gap-

filled since they were due to complete system malfunctions or only loss of xCO2w.  A longer gap in 2008 

also occurred, due to suspected biofouling, and was also not gap-filled.  It is important to note that we did 

not use any gap-filled values for the internal consistency analyses. 

Due to longer term data loss during the 2013-2014 deployment of measured SST and/or SSS 

caused by system malfunctions, we gap-filled these sections (approximately November 1, 2013 to March 

1, 2014 and August 13 to October 24, 2014) pCO2w using an adjusted xCO2w value since fewer 

observation of xCO2w were lost.  This adjustment uses the mean residual value between pCO2w and xCO2w 

from correlation analysis, using all of the high frequency xCO2w and calculated pCO2w values before gap-

filling.  The mean residual value from the correlation is -1.1 (± 0.9) and -0.6 (± 0.7) to adjust from units 

of ppm to µatm for the water and air, respectively.  This correction is applied to 244 days of three hour 

frequency observations from November 2013 through October 2014.  These corrections are within the 

MAPCO2 system uncertainty for pCO2w measurements, and therefore likely do not substantially affect 

pCO2w uncertainty. 

One of the greatest sources of pCO2w and pCO2a variability is temperature due to CO2 dependence 

on solubility in the water as well as humid air.  We assess the uncertainty related to gap-filling with 

climatological mean SST in order to show that it does not greatly influence our final results, which are 

based on calculated daily mean pCO2w.  We find that the mean daily SST variation in this time series is 

± ~1 (± 0.45) °C.  Then, based on the Takahashi et al. (1993) relationship of temperature change to pCO2w 

we calculate the influence of a ± 1 °C temperature uncertainty using the time series mean pCO2w 

(409 µatm).  The mean SST uncertainty results in an adjustment of ± 17 µatm pCO2.  Using the minimum 

and maximum pCO2 (253 and 567 µatm), we find that the uncertainty can range from ± 10 to 23 µatm.  

Daily pCO2 standard deviations range from ~0 to 47 µatm, therefore, the pCO2 uncertainty associated 
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with using climatological means is well within the range of daily SST variability, though likely higher 

than the moored pCO2 system uncertainty. 

S3. Gap-filling FCO2 time series and related uncertainty 

Due to the loss of SST and SSS 2013-2014 (244 days) we also assess uncertainty using 

climatological means for calculating FCO2. According to the bulk equation, the primary factors that 

regulate FCO2 are the air-sea differential (ΔpCO2) and gas transfer velocity, as well as solubility though 

to a lesser extent than the first two variables (Wanninkhof, 2014).  Even if the thermodynamic effects of 

SST and SSS on FCO2 could be minimal via the bulk equation, ultimately FCO2 is also affected by pCO2w 

and pCO2a via the water vapor pressure from the conversion of dry mole fraction CO2 to the wet partial 

pressure (Sutton et al., 2014) as well.  Similar to the test of SST uncertainty for pCO2w calculations 

(~4% °C-1), we use upper and lower pCO2w examples from the 2013-2014 missing values to estimate 

uncertainty propagated through calculated FCO2. Step-wise, we find that the pCO2w and pCO2a could be 

under/overestimated by ~1 µatm (xCO2 - pCO2 adjustment described above), then including the 1 µatm 

propagated through the FCO2 calculation and the effects of solubility in the bulk equation (up to a ± 1°C 

mean daily variation), the final result could only be up to ± 3.3% relative difference between FCO2 

calculated with and without a climatological value.  Therefore, we assume this contribution of uncertainty 

to daily mean values is relatively small compared to other uncertainties associated to the gas transfer 

velocity (Wanninkhof, 2014). The effects of gap-filling on FCO2 annual sums can only give a general 

sum of annual uncertainty because true daily variations are smoothed using climatological means, thus 

reducing the up to 2.5°C day-night SST variation to the  ~1°C mean daily variation.  Therefore, future 

work should further seek to constrain uncertainties related to gap-filling FCO2.  The biogeochemical 

mechanistic effects of SST and SSS on FCO2 are impossible to discern within the gap-filled time period 

without observations, and as of yet there is no established method for gap-filling three-hour frequency 

SST and SSS at this site.  
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S4. Discussion of internal consistency validation method discrepancies 

Discrepancies between validation methods can come from either environmental heterogeneity 

and/or methodological errors.  For example, during three large scale cruises, Gulf of Mexico and East 

Coast Carbon I and II (July 2007 and July 2012, respectively), and ECOA 2015, all DIC and TA samples 

were analyzed at sea without preservation, while the rest of the cruises preserved (addition of saturated 

Mercuric Chloride [HgCl2]) samples and analyzed them upon return, days to weeks after collection.  In 

some cases samples were collected using small boats (hand sampled from surface water) and were not 

preserved but analyzed within several days of collection, and other times HgCl2 was added up to 8 hours 

after sample collection due to various logistical limitations.  Therefore DIC in some samples could be 

altered due to biological processes that occurred due to improper and/or inconsistent preservation of the 

sample.  Samples with very large, often inexplicable, excursions were not included in the data analyses. 

Analytical uncertainty, storage errors, and human errors are also introduced into the DIC and TA 

analysis process (Huang et al., 2012); therefore there is a possibility of introduced error as well as 

environmental differences in discrete bottle samples that arguably is not an issue with autonomous and 

underway systems that are calibrated prior to use and consistently throughout the deployment.  While all 

methods have internal checks for their own functions, human error in laboratory samples without replicate 

samples can be difficult to detect.  If we assume that the analysis uncertainty in discrete water samples 

can be approximated by the ±2 µmol kg-1 analytical uncertainty, then adjusting the DIC value plus 

2 µmol kg-1, and TA minus 2 µmol kg-1, could result in a mean pCO2w uncertainty of 7.40 ± 1.25 µatm 

(n = 57) for each bottle sample or a mean relative difference of 1.77 ± 2.20% of the original calculated 

pCO2w from DIC-TA.  Whereas, the results for a combined ± 4 µmol kg-1 TA-DIC change would cause a 

greater discrepancy of up to 42 ± 33 µatm pCO2w, or a mean relative uncertainty of 10%, well beyond 

acceptable internationally recognized OA monitoring network standards (Newton et al., 2014). 

Furthermore, both the MAPCO2 and underway systems have an uncertainty of ≤ 2 µatm, which can then 

increase or decrease the bottle-mooring or bottle-underway discrepancy. The maximum calculated 

analytical uncertainty for the combined ± 4 µmol kg-1 in DIC/TA could propagate through calculations 



48 

and account for a substantial portion of the median residual pCO2w between methods (Table 2), especially 

if TA and DIC uncertainties are in opposite directions.  Even the seemingly very large and consistent 

offset between the mooring and bottle pCO2w (and underway-bottle) in October 2011 (Figure 4B) is 

within this relatively accepted uncertainty of ± 4 µmol kg-1 in the DIC-TA combination.  Other studies 

have also noted that pCO2w calculated from DIC and TA had larger discrepancies at higher 

concentrations, which could also be the case in the present internal consistency effort (Figures 2A, 2C, 

2E, and 3A), though to date it is unclear why (Lueker et al., 2000; Ribas-Ribas et al., 2014).  Even though 

the correlation value for the mooring-bottle pair is high, the residual values are out of the range of 

analytical uncertainty (Table 2), suggesting that another source of for pCO2w discrepancy exists. 

Environmental vertical and horizontal spatial heterogeneity (based on assessment of SST and 

SSS) is another factor for inconsistencies in pCO2w.  For example, if the water column is stratified, then 

the difference in sampling depth between the mooring (0.6 m) and either bottle (typically < 2.5 m) or 

underway (2.5 to 4 m) measurement may account for high residual pCO2w and higher bias values.  Since 

SSS greatly influences the TA at this site (Cai et al., 2010) different values between the methods can 

indicate differences in TA, thus calculated pCO2w.  For example, previous work in the SAB determined 

that for every theoretical horizontal 1 unit SSS change there can be an average ~50 µmol kg-1 change in 

TA (Xue et al., 2016), which would account for residual values for the mooring-bottle pair out of the 

range of analytical uncertainty (Patsavas et al., 2015) when SSS differences are larger.  During the two 

cruise examples detailed in this work the spatio-temporal SSS differences were ≤ 0.2 units (Figure S1) but 

in general were up to ± ~2.3 units (Figure 2B and 2D), however, more detailed assessment of spatial 

heterogeneity should be addressed in the future.  Assuming water masses are the same within the cruise 

track and the water layer samples around the mooring then pCO2w discrepancies between the methods 

could be due to differences in SST and SSS measurements of the three methods, thus conversions of dry 

mole CO2 to pCO2w could cause the discrepancies.  Therefore, we correct pCO2w to the in situ SST of the 

mooring (Schar et al., 2010) using: 
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𝑝𝑝CO2TC  =  𝑝𝑝CO2𝑤𝑤
(0.0412 ×(𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚−𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚)) (1) 

where pCO2TC is the SST-corrected pCO2w, mSST is mooring SST and xSST is either the bottle or 

underway SST (after Takahashi et al. [1993], and using a coefficient derived for the range of SST and 

SSS of the SAB inner shelf).  The resulting correlation coefficients decrease as do the slopes of the best 

fit lines (Figure S2), therefore, the measured SST differences, whether due to environmental variability or 

sensor differences, are not likely the cause of pCO2w discrepancies. 

TA overestimation, due to organic bases, could cause misrepresentations of calculated pCO2w 

(Yang et al., 2015).  Since the SSS for the 57 bottle samples only explains 87% of TA variability 

(r2 = 0.87; p < 0.001), TA may be influenced by a source other than SSS, thus potentially underestimating 

pCO2w in bottle samples.  Previous studies have identified estimates for organic alkalinity (org-Alk) from 

organic bases on coastal margins as contributors to TA, which can be as high as 25 µmol kg-1 near the GR 

mooring (Patsavas et al., 2015) to 40 µmol kg-1 in the eastern Gulf of Mexico (Yang et al., 2015).  

Furthermore, org-Alk may be as high as ~50 µmol kg-1 in the Altamaha River (Cai et al., 1998).  

Overestimation of TA relative to the same DIC could artificially decrease calculated pCO2w, and therefore 

could explain the overall underestimated calculated pCO2w values for the mooring-bottle relationship 

(Figure 2) (Patsavas et al., 2015).  Upon closer examination of the pCO2w discrepancies in the present 

studies, adjusting the TA concentration of the bottles for the potential effects of org-Alk, we find that 

subtracting 10 to 30 µmol kg-1 for samples with greater discrepancies can improve the correlation to 

mooring pCO2w from r = 0.91 to r = 0.96 (Figure 3S) as well as reducing the RMSE from 24.6 to 

17.6 µatm.  Adjusting for org-Alk also reduces the residual values to a mean of < 1 ± 17.5 µatm pCO2w 

and median of 0.78 µatm pCO2w.  Additionally, up to 22% of the mooring-bottle pCO2w discrepancy 

could be explained by lower SSS (Figure 2F).  Coastal lower SSS waters could have greater org-Alk than 

higher SSS oceanic waters, therefore bottle pCO2w could be underestimated due to overestimated TA. The 

correlation between underway and bottles improves from r = 0.84 to r = 0.91 and reduced the RMSE 
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from 28.3 to 26.5 µatm as well as improves the mean residual to 5.8 ± 26 µatm and the median to 

3.7 µatm.  Specifically for the October 2011 cruise, adjusting for Org-Alk the mooring-bottle mean 

residual reduces to 5.9 ± 5.7 µatm (median 5.7 µatm) and the underway-bottle mean also reduces to 

5.8 ± 26 µatm (median 3.7 µatm).   It should be noted that this adjustment is a rudimentary analysis based 

on estimates from previous studies and not from laboratory testing of the samples used in this study, 

however, it may also illustrate the importance of determining the org-Alk in future water samples 

obtained for mooring ground-truthing in coastal waters.  
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Table 1.  Summary of cruises conducted in the SAB with stations at or near the GR mooring. The number of 
bottles column refers to surface samples from the cruises that were collected from stations no more than 2 km 
from the GR mooring.  All bottle samples in this table are time matched to the closest mooring measurement.  
Underway and bottle samples were collected during each cruise unless otherwise stated.  Mooring maintenance 
trips were conducted on various small boats provided by the Gray’s Reef National Marine Sanctuary (GRNMS) 
where a hose run over the side of the boat was placed ~0.5 m below the water line with bottles sampled off a 
splitter.  
 

Date at GR mooring 
(UTC) 

Sea water 
intake depth 

(m) 

Number of  
bottle  

observations Comments 
July 20, 2007 5 1 GOMECC I; DIC and TA collected from 

different Niskin bottles 
August 29, 2008 0.5 2 R/V Joe Ferguson 
December 19, 2008 0.5 5 GRNMS 
May 28, 2009 0.5 1 R/V Joe Ferguson 
November 16, 2009 0.5 1 R/V Joe Ferguson 
February 9, 2010 0.5 1 GRNMS 
April 21, 2010 0.5 1 R/V Joe Ferguson 
August 2, 2010 0.5 1 R/V Joe Ferguson 
October 12, 2010 0.5 4 R/V Joe Ferguson 
March 22, 2011 0.5 1 R/V Joe Ferguson 
April 19 and 21 to 22, 2011 2.5 11A R/V Savannah; 24 hours: 21st to 22nd  
October 3 and 6 to 7, 2011 2.5 9 R/V Savannah; 24 hours: 6th to 7th  
December 15, 2011 0.5 1 R/V Joe Ferguson 
February 2, 2012 0.5 3 R/V Joe Ferguson 
May 1, 2012 0.5 3 R/V Joe Ferguson 
August 2, 2012 5 3 GOMECC II; One sample each from of two 

stations around the mooring 
September 5, 2013 0.5 4 R/V Joe Ferguson 
May 18, 2014 2.5 1 R/V Savannah 
July 19, 2014 2.5 1 R/V Savannah 
September 29, 2014 2.5 1 R/V Savannah 
November 4, 2014 2.5 1 R/V Savannah 
December 7, 2014 2.5 1 R/V Savannah 
April 22, 2015B N/A 3C GRNMS 
Jun 23, 2015B N/A 3C GRNMS 
July 19, 2015D 4 3C ECOA-2015  

ADiscrete water sample data from this cruise were omitted from correlation analyses results, see explanation in 
the text.  BOnly bottle samples were collected at 0 km from the mooring.  CNine bottles total were collected as 
triplicates and averaged to one value for comparison to the mooring and underway observations with accuracy 
within ± 2.0 µmol kg-1.  DNote that while the full MAPCO2 2014 to 2016 deployment data have not been 
finalized, the 24 hour period used for internal consistency during ECOA-2015 has been made available for this 
work. 
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Figure 1S.  Spatial distribution of SSS during (A) the October 2011 cruise and (B) ECOA-2015, July 
2015.  Note the spatial difference in the area covered by the cruise.  The stars are the mean SSS and 
location of the mooring, the squares are the location of the bottle samples (assuming the same body of 
water as the underway sample), and the circles are the underway samples.  Note that there is less than an 
approximately ± 0.2 unit difference in SSS between the mooring and location of either underway or bottle 
samples during both cruises.  
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Figure 2S.  Correlations for (A) underway pCO2w adjusted to mooring in situ SST and (B) calculated 
pCO2w from bottle samples adjusted to mooring pCO2w.  The stars (and blue best fit line) in each panel are 
the adjusted values and the circles (and red best fit lines) represent the original values.  The blue and red 
text in each panel are the correlation statistics for their respective best fit lines.  The best fit slope and 
intercept, respectively, for adjusted (blue line) underway values are 0.69 and 131.6 and for bottle values 
are 0.67 and 110.5; original values (red line) are 0.76 and 102 for mooring-underway and 0.79 and 70.4 
for mooring-bottle (Table 2 of the main text).  
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Figure 3S.  Correlation of mooring pCO2w and bottle-calculated pCO2w after reducing the TA values for 
the potential influences of organic alkalinity due to organic bases.  The black line is the 1:1 line and the 
red line is the best fit line with a slope of 0.92 and intercept of 31.4. 
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